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Identifying Overlapping Successive Events Using a
Shallow Convolutional Neural Network
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Abstract—Real-time identification of successive events in power
systems is crucial to avoid cascading failures. Existing identifi-
cation methods are mainly designed for single events and may
not accurately identify a subsequent event that occurs when the
system is under going the disturbance of a previous event. Since
overlapping successive events do not frequently happen in power
systems, insufficient multi-event datasets exist for training. We
develop a data-driven event identification method that can accu-
rately identify the types of overlapping events. Our approach only
requires a small number of recorded Phasor Measurement Unit
(PMU) data of single events to train a two-layer convolutional
neural network (CNN) classifier offline. We extract the dominant
eigenvalues and singular values as features instead of training on
time series directly. That reduces the required number of training
datasets and enhances the robustness to measurement inaccuracy.
In real time, our method first predicts and subtracts the impact of
previous events. It then extracts the dominant features from the
residual measurements and applies the classifier. We evaluate the
method on simulated events in the IEEE 68-bus power system.
Our classifier is demonstrated to be more accurate and stable
than a direct application of CNN on time series. The robustness
of the proposed method to the delay in event detection and noise
is validated.

Index Terms—Event identification, Phasor Measurement Unit
(PMU), Convolutional Neural Network (CNN), cascading failures,
dominant features

I. INTRODUCTION

Cascading failures usually start from a slow-cascade phrase
that lasts tens of seconds to hours, however, once a fast-
cascade phrase is triggered by violation of the power system
stability, rapid events occur successively within milliseconds to
tens of seconds [1]. Some recent works have modeled cascad-
ing failures by simulating the latent physical mechanisms. Ex-
amples include the ORNL-PSerc-Alaska (OPA) model and its
extensions [2], [3], the Branching Process (BP) model [4], and
the Hidden Failure (HF) model [5]. The OPA model represents
the power system through slow dynamics (like increasing slow
loads) and fast dynamics (like line outages and load shedding)
to evaluate the risk of a blackout and determine the critical
conditions. The BP model uses a stochastic process to model
cascading failures and predict the probability of a blackout.
The HF model evaluates the effectiveness of the mitigation
strategies to reduce the possibility of a blackout. These models
reveal some critical factors that may cause cascading failures,
but cascading failures involving many different mechanisms
are difficult to capture by a single model [6].
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Another line of research is to improve monitoring and
protection methods, such that events can be identified and
mitigated at an early stage to prevent cascading failures [7],
[8]. Traditional methods using local measurements such as
relay and fault recordings to detect events suffer from mal-
functions of devices [9], long communication delays [10], and
improper coordination of multiple back-up protection zones
[11]. Moreover, the data rate of the supervisory control and
data acquisition (SCADA) system is around 1-5 seconds per
sample, and it is not fast enough to identify the event in
real time. These issues motivate the recent research on data-
driven methods using high-resolution (30 samples per second
per channel) synchronized measurements provided by Phasor
Measurement Units (PMUs) [12]–[16].

Data-driven event identification methods [13]–[19] train a
classifier based on measurements or extracted features. One
way to train the classifier is through neural networks, which
have been employed in fault diagnosis in power systems for
more than twenty years [20]–[22]. Building upon advanced
neural networks, deep convolutional neural networks (CNN)
[23] recently demonstrated superior performance for image
and video classification [24]. The application of deep learning
in power system event identification has just begun [25] and
is attracting increasing attention.

The above data-driven approaches for event identification
suffer from some limitations. They all assume that the system
is in a steady state when an event occurs. The identification
performance of successive events degrades when the mea-
surements are affected by multiple events. For example, a
subsequent event occurs when the system is still under the
disturbance resulting from a previous event. Moreover, a large
number of training events are needed to cover all possible
topology changes, initial conditions, and event locations to
train a reasonable classifier, especially neural networks, which
perform poorly when the number of training samples is small
[26]. Since successive events with overlapping impacts do not
happen very frequently in practice, historical event datasets do
not cover all possible scenarios for training.

The major contribution of this paper is the development of
a data-driven approach using a CNN classifier that accurately
identifies event types in real time when multiple events occur
close in time and location. We propose to train a classifier
on compact features such as the dominant eigenvalues of the
dynamical system and the singular values of the data matrix
instead of time series measurements directly. These features
characterize the system dynamics and are robust to pre-event
conditions [27], [28]. Thus, the required number of training
events and the complexity of the classifier are significantly
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reduced. Different from the deep neural networks [23], [24],
our proposed classifier is shallow and has a much smaller
number of parameters to learn. Moreover, our method only
requires recorded single events rather than successive events
for training. When identifying the successive events in real
time, a prediction-subtraction process is proposed to reduce
the impacts of the former events on the subsequent events.

We show through numerical experiments that our classifier
outperforms a CNN classifier trained on time series measure-
ments, as well as other classifiers such as fully-connected
neural network (NN) and multi-class support vector machine
(MSVM). Moreover, our classifier performs well even when
the size of the training set decreases, the time intervals between
successive events changes, the detection of an event has some
delay, and the measurements contain noise.

The rest of the paper is organized as follows. Section
II describes the problem setup and summarizes the major
components of our method. Section III illustrates the feature
extraction approach and the impact of the subtraction. Section
IV describes the prediction, subtraction, and feature extraction
process for the event data in real time. Section V discusses
the offline training of the CNN classifier. Section VI shows
the numerical results on simulated events in the IEEE 68-bus
power system. Section VII concludes the paper.

II. TECHNICAL CHALLENGES AND OUR APPROACH

We first illustrate the difficulty of identifying successive
events through simulated events using the Power System
Simulator for Engineering (PSS/E) [29] in the IEEE 68-bus
power system (Fig.1). Fig. 2(a) shows two successive events
that occur spatially apart and do not significantly affect each
other. The line trip between bus 17 and bus 43 only changes
the voltage of some nearby buses such as bus 39. The second
line trip event between buses 25 and 26 happens sufficiently
far away. In this simple case, we can apply the existing single
event identification methods, e.g., [27], [28], to identify the
types of either event separately and obtain satisfactory results.
Fig. 2(b) shows two successive events that occur temporally
and spatially close such that the measurements are affected by
both events simultaneously. The voltage magnitudes of buses
24, 29, and 67 fluctuate after the generator trip at bus 4. Then
the line trip between buses 26 and 29 also affect these voltages.
Thus, the measurements after 2 seconds are influenced by
both events. If we directly apply single event identification
methods on these measurements, the second event might not
be correctly identified.

The main focus of this paper is to identify the types of
successive events, especially when measurements after the
subsequent event is still affected by the previous event. To
simplify the discussion, we focus on two successive events
in this paper, while our approach can be easily generalized
to more successive events. We will mainly discuss the iden-
tification of the second event because the first event can be
identified using existing single event identification methods.

The major contributions of our proposed identification
methodology include three aspects. First, we propose to predict
the measurements after the starting time of the second event,
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Fig. 1: The IEEE 68-bus power system with five groups [30]
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Fig. 2: (a) The voltage magnitudes in per unit (p.u.) of buses when
Line 17-43 tripped at 1 second followed by line 25-26 tripped event
at 2 seconds. (b) Generator at bus 4 tripped at 1 second followed by
line 26-29 tripped at 2 seconds

assuming that the second event did not occur. We then subtract
the predicted measurements from the actual observations at the
corresponding time instants to reduce the impact of the first
event on the measurements. Second, we propose to train a two-
layer CNN on recorded single events to obtain a classifier to
identify each event. Our approach does not require recorded
successive events like cascading failures, which do not occur
often in practice. Third, instead of training a classifier on mea-
surements, we extract the dominant features such as dominant
eigenvalues of the state matrix of a dynamical system and
train the CNN on these features. We show that these features
are compact representations of the system dynamics and are
robust to pre-event system conditions and topology changes
Thus, both the size of the CNN and the number of recorded
events for training are significantly reduced.

III. DOMINANT FEATURE ANALYSIS AND THE
SUBTRACTION OF IMPACT

The measurements in power systems are governed by the
underlying dynamical systems and are thus highly corre-
lated. The time series can be compactly represented by low-
dimensional features. We will train a classifier using the
dominant features instead of the time series directly to reduce
the number of parameters in the classifier and the required
number of training events. Moreover, we will subtract the
impact of the first event to increase the estimation accuracy
of the dominant features.
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A. Definition and Interpretations of Dominant Features

Modal analysis methods have been applied to dynamical
systems to describe the system dynamics [31], [32]. The
dominant eigenvalues of the system state matrix can reflect
system stability [33] and are demonstrated to be character-
istics of system events [27], [28]. These eigenvalues can be
estimated by various approaches such as Prony analysis [34]
and Matrix Pencil method [35]. We employ the Dynamic Mode
Decomposition (DMD) method [31], due to its high efficiency
and accuracy.

Let yt ∈ Rm contain the measurements of m PMU channels
at discrete time t. Given any starting time t0, define matrices

M t0+T−1
t0 = [yt0 ,yt0+1, . . . ,yt0+T−1], and (1)

M t0+T
t0+1 = [yt0+1,yt0+2, . . . ,yt0+T ] (2)

that contain sequential time series in a period of T . We assume
m > T for notational simplicity. Since there exists an operator
A for the dynamical system satisfying yi = Ayi−1 [33], we
have

M t0+T
t0+1 = AM t0+T−1

t0 . (3)

Note that the measurements can often be approximated by
the output of a reduced order system. Specifically, let σi, i =
1, · · · ,m denote the sorted singular values of M t0+T−1

t0 in a
decreasing order. Since only a few singular values are usually
dominant, and most singular values are very small, M t0+T−1

t0
can be approximated by a low-rank matrix [36]. In other
words, for any fixed approximation ratio δ ∈ (0, 1), one can
find an integer r much smaller than m and T such that

Σrj=1σj

ΣTj=1σj
≥ δ (4)

holds. Then M t0+T−1
t0 can be approximated by a rank-r matrix

UrΣrV
†
r with a relative error of 1 − δ, measured in the

Frobenius norm [28], i.e.,

M t0+T−1
t0 ≈ UrΣrV †r (5)

where Σr = diag[σ1, · · · , σr] ∈ Rr×r collects the first r
singular values in the diagonal entries, Ur ∈ Cm×r and
Vr ∈ CT×r contain the corresponding left and right singular
vectors, and † denotes the conjugate transpose.

The projection of A onto the r-dimensional column sub-
space Ur, denoted by Ā, is defined as

Ā := U†rAUr ≈ U†rM
t0+T
t0+1 VrΣ

−1
r , (6)

where the approximate equality follows from (5). Then the r
eigenvalues of Ā are the same with the r dominant eigenvalues
of A [31]. Let the eigendecomposition of Ā be denoted by

Ā = RΛL, (7)

where R = [r1, · · · , rr] ∈ Cr×r, L = [l1, · · · , lr] ∈ Cr×r,
and Λ = diag(λ1, · · · , λr) contain the right eigenvectors, left
eigenvectors, and eigenvalues, respectively.

Note that the eigenvalues of the state matrix govern the
system dynamics. Events that occur spatially close and with
the same event type may excite the same set of dominant
eigenvalues. Although different initial conditions may lead to

different time series, the underlying system remains the same.
Thus, the dominant eigenvalues are representative features of
the system dynamics. In fact, in our earlier work [27], [28],
we showed that the dominant subspace of the spatial-temporal
PMU data matrix depends entirely on the dominant eigen-
values, and events with different time series measurements
may have the same subspace. Therefore, we use the dominant
eigenvalues for the features in this paper.

Moreover, as shown in [27], [28], the significance of dif-
ferent types of events are different. For example, generator
trip events usually lead to more severe fluctuations in the
measurements than line trip events. Thus the corresponding
singular values of the PMU data matrix are more significant
in generator trip events than line trip events. In this paper, we
also include the dominant singular values of the data matrix
as the features.

B. Reducing the Impact of the First Event
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Fig. 3: (a) The voltage magnitude of bus 26 in a two-event case of a
generator trip at bus 4 at T1 and a line trip between buses 26 and 29
at T2. (b) The second event only in (c), and the residual after T2 by
subtracting the impact of the first event. (c) The voltage magnitude
of bus 25 in a two-event case of a generator trip at bus 8 at T1 and
a line trip between buses 25 and 54 at T2, and of the second event
only. (d) The second event only in (c), and the residual after T2 by
subtracting the impact of the first event.

Since we consider the case that the system is still under the
disturbance caused by the first event when the second event
happens, measurements after the second event is affected by
the first event. We propose to predict the impact of the first
event after the starting time of the second event and subtract
it from the data. Fig. 3 illustrates the idea.

Fig. 3(a) shows the voltage magnitude of bus 26 (after
subtracting the mean value) when a generator trip at bus 4
occurs at T1 and a line trip between buses 26 and 29 occurs
at T2. Fig. 3(b) shows the voltage magnitude of the same first
event with Fig. 3(a) but without the occurrence of the second
event. Fig. 3(c) shows the residual of subtracting the time
series when only the first event occurs from the time series of
the two-event case. It also shows the time series when only the
second event occurs for comparison. In this case, the residual
time series matches the time series of the second event.
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Fig. 3(d)-(f) shows a different case where the time series
after subtracting the first event does not match the time
series of the second event exactly. However, since we utilize
dominant eigenvalues instead of time series, subtracting the
impact the first event can still enhance the estimation of
the dominant eigenvalues. For example, in the two-event
case shown in Fig. 3(d) and (f), we compute the dominant
eigenvalues of the time series that correspond to the second
event only, both events, and the residual after subtracting the
first event, respectively. We set δ = 0.999, and the resulting
approximate rank is at most 9 in these three cases. To compare
the eigenvalues, we construct one vector that contains the real
parts of the eigenvalues for each of these three cases. The
difference of two vectors x and y are measured by the angle

θ(x,y) = cos−1(xTy/‖x‖‖y‖), (8)

and a smaller angle corresponds to a stronger similarity
between x and y. The angle between the eigenvalues of the
second event only and both events is 35◦, while the angle is
reduced to 25◦ between the second event only and the residual.
Thus, the subtraction increases the estimation accuracy of the
dominant eigenvalues.

IV. FEATURE EXTRACTION OF THE SECOND EVENT IN
REAL TIME
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Fig. 4: The offline training and online testing of the proposed method

Fig. 4 visualizes our proposed approach for event identifi-
cation. It includes the offline training of a CNN classifier and
an online identification procedure. To identify the type of the
second event in real-time, the impact of the first event needs
to be reduced with the “Prediction and Subtraction” process,
which is introduced in Section III-B and implemented in
Section IV-A. The next step is to extract the dominant features
from the residual measurements as described in Section III-
A and implemented in Section IV-B. These extracted features
become the inputs of the trained CNN classifier, the details of
which are discussed in Section V, to determine the type of the
second event. Notice that this CNN classifier is trained offline

using the same method presented in Section III-A to extract
features as inputs.

A. Online Prediction and Subtraction

Assume that the first event occurs at time T1 and the second
event occurs at time T2. The measurements during T1 to T2,
denoted by the matrix MT2

T1
, are affected by the first event,

and MT2+τ
T2

are affected by both events. We first predict the
measurements after T2 using MT2

T1
if the second event did not

occur. Various methods can be employed for data prediction,
such as time series analysis [37] and a data-driven approach
using the low-rank Hankel matrix [38]. Here we employ the
prediction technique based on the dominant eigenvalues.

Suppose the system evolves under the operator A after T1.
We estimate the eigenvalues of A using the DMD method
following (5) to (7), where we select t0 and T such that t0 ≥
T1 and t0 + T ≤ T2. Then compute

Ψ = UrR, (9)

where Ψ can be written as Ψ = [ψ1, . . . , ψr], and ψi ∈ Cm.
Compute the inverse eigenvector matrix Φ,

Φ = (Ψ†Ψ)−1Ψ†, (10)

where Φ can be represented by [φT1 ; · · · ;φTr ] with φi ∈ Cm.
Then A can be approximated by

A ≈ Σri=1ψiλiφi, (11)

and MT2

T1
can be approximated by

MT2

T1
≈ Ψdiag(α)Γ, (12)

where α = [α1; . . . ;αr], αi = φ†iyT1 , and Γ ∈ Rr×(T2−T1)

is a Vandermonde matrix with its ith row being γi =[
λi, λ

2
i , . . . , λ

T2−T1
i

]
[39].

If the second event did not happen, the system would keep
evolving under A. Then the measurements from time T2 to
T2 + τ for some positive τ were only affected by the first
event and could be represented by the matrix M̄T2+τ

T2
,

M̄T2+τ
T2

≈ Ψdiag(α)Γ′, (13)

where Γ′ is a Vandermonde matrix with its ith row being
γ′i =

[
λT2+1
i , . . . , λT2+τ

i

]
.

After the second event happens at T2, the system evolves
under a different operator, denoted by A′. Since MT2+τ

T2

contains the actual measurements after the second event starts,
we subtract the impact of the first event from MT2+τ

T2
and

obtain the residual

M̃T2+τ
T2

= MT2+τ
T2

− M̄T2+τ
T2

. (14)

Then residual M̃T2+τ
T2

is mainly governed by the dominant
eigenvalues excited by the second event.

The prediction accuracy depends on the accuracy of the
estimated eigenvalues λi’s. We first evaluate the accuracy of
λi’s by reconstructing data between T1 and T2 using λi’s.
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Let M̄T2

T1
denote the reconstructed data, and the reconstruction

error εT2

T1
is defined as,

εT2

T1
=
‖M̄T2

T1
−MT2

T1
‖F

‖MT2

T1
‖F

(15)

If εT2

T1
is smaller than a predefined threshold ε0, the estimated

eigenvalues λi, i = 1, · · · , r are sufficiently accurate and can
be used to predict MT2+τ

T2
. If εT2

T1
is larger than ε0, then

some estimated eigenvalues are not accurate. The inaccuracy
is due to the limitations of the DMD method. When the time
of the measurements is short, the slow modes1 have larger
estimation errors [40]. Thus we set the modes slower than a
predetermined frequency f0 to be zero to reduce the prediction
errors in M̄T2+τ

T2
.

B. Online Feature Extraction

We next compute the dominant features of the second event
from M̃T2+τ

T2
. Let σ̃1, ..., σ̃r denote the dominate r singular

values of M̃T2+τ
T2

with a fixed approximation ratio of δ.
We apply the DMD method in (5) to (7) to estimate the
dominant eigenvalues of A′. M t0+T−1

t0 and M t0+T
t0+1 in (1)-

(2) correspond to two consecutive data blocks in M̃T2+τ
T2

.
The resulting ith eigenvalue, denoted by λ̃i, can be viewed
as λ̃i = e(ρi+j2πfi)∆t = <(λ̃i) + j=(λ̃i), where ρi, fi are
the ith damping ratio and oscillation frequency, respectively,
and ∆t is the sampling period. Since <(λ̃i) is the rotation
transformation of =(λ̃i), and both <(λ̃i) and =(λ̃i) depend
on ρi and fi, we utilize <(λ̃i) instead of λ̃i as the feature to
avoid the computation of complex numbers. Thus, we employ

ξ = [<(λ̃1), · · · ,<(λ̃r)]
T ∈ Rr, and (16)

ζ = [σ̃1, · · · , σ̃r]T ∈ Rr (17)

to represent the features of the second event.

V. CLASSIFICATION THROUGH CNN

One challenge of classifying successive events is that large-
scale successive training datasets are not available, and most
historical datasets are single events. Thus, we will train a
classifier on recorded single events to identify each of the suc-
cessive events. Popular choices of nonlinear classifiers include
support vector machine (SVM) [17], [41], Recurrent neural
network (RNN) [42], and CNN. The performance of SVM
depends on the proper selection of a kernel [41]. RNN has
a sequential structure to compute the weighted combination
of all inputs, and CNN has a hierarchical structure to capture
the most informative values of the input. We compared the
performance of CNN and RNN on a large number of numerical
experiments, and the results indicate that CNN is more suitable
for our problem.

1“slow modes” means the eigenvalues λ = exp (ρ+ j2πf)∆t of the
discrete model have small oscillation frequency f .

A. A General CNN Classifier
A typical CNN for classification has nc convolutional

layers, nc Rectified linear units (ReLU) layers, nc pooling
layers, a fully connected layer and an output layer. The input
is a 3-dimensional volume Z ∈ Rw×h×d with width w, height
h and depth d. The output is a vector of class scores, and the
class with the highest score indicates the type of the event.
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Fig. 5: The structure of a general CNN classifier

Let Xi ∈ Rwi×hi×di denote the ith input of the convolu-
tional layer, and X1 = Z for the first layer. Let W i,j ∈ Rki×li

and Bi,j ∈ Rni , j = 1, · · · , ni be the jth kernel and bias
for the ith layer, respectively. Each kernel is slided on the
input to perform the dot product in the overlapping part. The
kernel is moved along the width and height directions of Xi

until all values of Xi are reached. The step size is determined
by a hyperparameter “stride” si. If one dimension of Xi is
smaller than the corresponding dimension of the kernel, users
can pad zeros to the border of Xi to match the size of the
kernel, and a hyperparameter “zero-padding” pi determines
the number of padded zeros. All the convolution results of
these ni kernels are stacked together into an output volume
Ci ∈ Rci×ri×ni , where ci = (wi − ki + 2pi)/si + 1, and
ri = (hi−li+2pi)/si+1. Cic,r,m with 1 ≤ c ≤ ci, 1 ≤ r ≤ ri,
and 1 ≤ m ≤ ni can be computed from

Cic,r,m = Σkik=1Σlil=1Σdid=1X
i
ix,jx,dW

i,m
k,l,d +Bic,r,m, (18)

where ix = (c − 1)si + k, and jx = (r − 1)si + l. Then Ci

is fed to the ith ReLU layer to increase the sparsity, and the
output of the ReLU layer is

Rei = max(Ci, 0), (19)

where max(·) is performed on each element of Ci.
The maximum pooling layer can reduce the size of Rei

further. Let the size of the pooling filter be k̂i × l̂i. We move
the filter along the width and height directions of Rei at each
depth slice2 independently with the stride ŝi. The output has
ĉi = (ci − k̂i)/ŝi + 1 columns, r̂i = (ri − l̂i)/ŝi + 1 rows,
and the same depth ni. Let P ic,r,m be the cth column, rth
row, and mth depth of the output of the pooling layer, where
1 ≤ c ≤ ĉi, 1 ≤ r ≤ r̂i, 1 ≤ m ≤ ni, ir = (c− 1)ŝi + k, jr =
(r − 1)ŝi + l, then we have

P ic,r,m = max
1≤k≤k̂i,1≤l≤l̂i

Reiir,jr,m. (20)

2A depth slice is defined as a two dimensional slice of a certain depth [23].
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P i then becomes the input of the (i+1)th convolutional layer,
i.e., Xi+1 = P i. The output of the ncth pooling layer is
reshaped into a vector Q ∈ Rp with p = ĉnc × r̂nc × nnc . Q
is the input of the fully connected layer, and the output is

F = max((W f )TQ+Bf , 0), (21)

where the parameter matrices W f ∈ Rp×f , Bf ∈ Rf are the
parameters to train.

The output class scores ȳ ∈ Rn are computed from

ȳ = g((W o)TF +Bo), (22)

where W o ∈ Rf×n denotes the output parameter matrix, and
Bo ∈ Rn denotes an output bias matrix. g(·) is an output
function and is often selected as a sigmoid function g(x) =

1
(1+e−x) when n = 2 or a softmax function g(x) = ex

1+ex when
n ≥ 2. ȳ includes n scores of all classes for the input Z, and
the highest score is the classified class of Z.

The training dataset D = {Zs ∈ Rw×h×d, ys ∈ Rn, s =
1, · · · , N} contains N pairs of event data and the correspond-
ing labels. ys is a binary vector which only has the jth entry
to be 1 if Zs belongs to class j. When the input to the CNN
classifier is Zs, the output class score for Zs is ȳs. To train
a suitable parameter set Θ = {W i ∈ Rki×li×di×ni , Bi ∈
Rci×ri×ni×ni , i = 1, · · · , nc,W f , Bf ,W o, Bo}, we mini-
mize the cross-entropy loss function, and the optimal param-
eter set Θ can be computed as follows,

Θ = arg min
Θ

1

N
ΣNs=1Σni=1y

s
i log ȳsi + λ‖Θ‖2F , (23)

where λ is the regulation coefficient to avoid over-fitting. Since
(23) requires solving a non-convex optimization problem, find-
ing the global optimum is an open issue. Stochastic gradient
decent methods such as Adam [43] and RMSprop [44] with a
decay coefficient γ and a learning rate α are widely applied.
Some experiential techniques can be applied to enhance the
numerical performance. For example, the “early stop” method
stops iterations if the loss function does not reduce for l∗

consecutive times, and the “batch normalization” normalizes
the output of each convolutional layer to reduce the covariate
shift effects [45].

B. Our CNN Classifiers

As the dominant features include the eigenvalues and singu-
lar values, we design a two-path CNN classifier, referred to as
CNN-F, with each path having two layers, and these two paths
are concatenated in the fully connected layer, as shown in
Fig. 6 (a). The top path is for the eigenvalues, and the bottom
one for the singular values. To compare the performance, we
also design a classifier, referred to as CNN-T, that is trained
on time series directly, as shown in Fig. 6 (b). The inputs
of each layer of these CNN are visualized as blocks, and
their sizes are labeled by the notations. The superscript ′ in
the bottom path of CNN-F and ′′ of CNN-T are marked to
avoid confusion. The specific values of these parameters in
simulation are summarized in Section VI-A. Each solid arrow
represents a collection of a convolution layer, a ReLU layer,
and a pooling layer. A solid arrow is an abstraction of a dotted
block in Fig. 5.
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Fig. 6: CNN Classifier CNN-F and CNN-T

The total number of parameters of CNN-F and CNN-T are
denoted by NF and NT respectively, where

NF = Σ2
i=1(niliki + n′il

′
ik
′
i + niciri + n′ic

′
ir
′
i) + pf + p′f ′

+ (f + f ′)n, and (24)

NT = Σ2
i=1(n′′i l

′′
i k
′′
i + n′′i c

′′
i r
′′
i ) + p′′f ′′ + f ′′n. (25)

VI. NUMERICAL RESULTS

As the power system is influenced by large disturbances
like line faults and some abnormal perturbations of the control
inputs [46], [47], we consider four types of events, including
line trips (LTs), generator trips (GTs), three-phase short circuit
(TPs), and generator reference-voltage changes (GRCs) as the
first events. The classifiers CNN-F and CNN-T are trained by
these four types of single events, and then tested on various
successive events with different time intervals between events.

A. Simulation setup and computational complexity

We generated 1087 single events through PSSE [29] in
the IEEE-68 bus power system (Fig. 1), which has 16 gen-
erators, five areas, and 64 branches. PSSE has the dynamic
simulation functions of disturbances. These functions include
line fault that can be used for generating TP events, trip
line for LT events, disconnect machine for GT and change
reference-voltages for GRC events. TPs are cleared after 0.1
seconds, and the reference-voltage changes in the range of
0−0.1 p.u. Notice that these functions have the corresponding
Application Program Interfaces (API) based on Python that
can automatically generate a large number of datasets. The
initial conditions are varied by changing power injections of
some buses or randomly disconnecting some lines. The data
rate is 30 samples per second. We use one second of data to
identify an event, and thus τ = 30. 70% of these datasets
are used for training data and 30% for validation. A total
number of 1808 testing two-event datasets are summarized in
Table I, where “LT+GT” means a line trip event is followed
by a generator trip event. For successive events, the first
event occurs at T1 = 1 second, the second event occurs at
T2 = T1+∆T,∆T varies from 0.5 to 2 seconds. The ε0 = 0.5,
and the estimated eigenvalues less than f0 = 1Hz are defined
as slow modes. The identification performance is measured
by the identification accuracy rate (IAR), which is the ratio of
the number of correctly classified events to the total number
of events.



7

Table I: Total Number of the Testing Datasets

Types LT+GT LT+TP LT+LT GT+GT GT+TP
Number 169 347 378 107 117
Types TP+GT GRC+LT GRC+GT GRC+TP Total

Number 146 188 120 236 1808

Table II: Parameters Values of CNN-F and CNN-T

Parameter (ki, li, di) (ci, ri, ni) (k′i, l
′
i, d

′
i) (c′i, r

′
i, n

′
i)

i = 1 (2, 1, 4) (8, 3, 4) (2, 1, 4) (8, 2, 4)
i = 2 (2, 1, 8) (3, 3, 8) (2, 1, 8) (3, 2, 8)

Parameter (k
′′
i , l
′′
i , d

′′
i ) (c

′′
i , r
′′
i , n

′′
i ) (k̂i, l̂i) (k̂′i, l̂

′
i)

i = 1 (5, 5, 8) (105, 13, 8) (2, 1) (2, 1)
i = 2 (3, 3, 16) (26, 3, 16) (2, 1) (2, 1)

Parameter (k̂
′′
i , l̂
′′
i ) (si, ŝi) (s′i, ŝ

′
i) (s

′′
i , ŝ
′′
i )

i = 1 (2, 2) (1, 2) (1, 2) (2, 2)
i = 2 (2, 2) (1, 2) (1, 2) (2, 2)

Parameter (p, f) (p′, f ′) (p
′′
, f
′′

) n

- (72, 16) (48, 16) (416, 16) 4

Extraction of features. δ is set to be 0.999. The approximate
rank r is no greater than 9 for all the simulated datasets for
the approximation error 1 − δ. Following (14), we compute
the residual matrices of voltage magnitudes M̃v ∈ Rm×τ ,
frequency M̃f ∈ Rm×τ and active power measurements
M̃p ∈ Rl×τ , where m is the bus numbers, and l is the number
of lines. m = 67 and l = 80 in the simulation. We compute
the eigenvalues of the state matrix using voltage magnitudes,
frequency, and active power measurements, respectively. The
resulting eigenvalues are stacked together to form a matrix
Ξ = [ξv, ξf , ξp] ∈ R9×3, where 9 is an upper bound of the
approximate rank r in different datasets. We also compute the
singular values of M̃v ∈ Rm×τ and M̃f ∈ Rm×τ and form
matrix B = [ζv, ζf ] ∈ R9×2. Note that when r is less than 9,
some eigenvalues and singular values in Ξ and B are set to
zero.
Training of CNN. CNN-F takes Ξ and B as the input.
The corresponding parameters of the input size are w = 9,
h = 3, d = 1, w′ = 9, h′ = 2, and d′ = 1. CNN-
T takes the time series as the input, denoted by matrix
Mvfp = [M̃v; M̃f ; M̃p] ∈ R214×30. Then w′′ = 214,
h′′ = 30, and d′′ = 1.

Table II records the actual values of the parameters of CNN-
F and CNN-T in our simulation. Then the total number of
parameters of CNN-F and CNN-T are computed following
(24) and (25), and NF = 2344, NT = 19216. Since the
number of parameters of CNN-T is eight times larger than
that of CNN-F, the training complexity and the memory
requirement is significantly reduced in CNN-F by training on
the features instead of the time series.

CNNs are trained offline. α = 0.001, λ = 0.001, and
the RMSprop optimizer with a decay coefficient γ = 0.9 is
adopted. The “Xavier” initialization [48], batch normalization
and an early stop with l∗ = 12 are applied to improve
the performance. We choose different initialization values
of CNN parameters and obtain multiple sets of parameters.
The resulting CNNs are evaluated on 10% of the two-event
datasets, and the best one is selected as the trained model.

In the online identification of the second event, we first
predict and subtract the impact of the first event. We then
extract the features and apply the trained classifier. On a
desktop computer with Intel Core i7, 3.60 GHz inner storage
and 32.0 GB memory, classifying one testing dataset takes 4
millisecond (ms), and the process of prediction, subtraction
and feature extraction takes 3 ms.

B. Performance of Classifying the First Event

Table III: Performance of CNN-F, CNN-T based on identifying the
first events.

IAR (%) LT GT TP GRC Averaged
CNN-F 100.0 98.0 100.0 100.0 99.3
CNN-T 99.3 100.0 100.0 100.0 99.7

Classifying the first event is as the same as identifying single
events. Both the CNN-F and CNN-T can identify the first
events with IAR greater than 90% as shown in Table III.

C. Performance of Classifying the Second Event

Table IV: Performance of CNN-F and CNN-T based on classifying the
second events of 1627 two-event test cases with different processes.
The time interval ∆T = 0.5 ∼ 2 second.

Second Event Time Interval CNN-F CNN-T
Type ∆T NS SP NS SP
LT 0.5 82.9 92.6 71.8 51.8
GT 0.5 70.9 93.0 79.1 75.0
TP 0.5 95.9 93.6 87.2 60.1

Overall 0.5 85.5 93.1 80.1 61.0
LT 1 77.7 94.4 83.3 60.4
GT 1 77.7 95.1 77.7 69.4
TP 1 94.7 95.3 84.3 72.8

IAR 1 84.7 95.0 81.9 67.7
LT 1.5 88.2 95.6 67.6 70.5
GT 1.5 78.2 85.4 95.1 70.1
TP 1.5 95.4 94.7 93.6 90.1

Overall 1.5 88.2 92.4 85.9 78.2
LT 2 87.5 94.8 65.6 60.5
GT 2 76.2 84.3 68.7 70.6
TP 2 98.1 98.7 87.9 79.5

Overall 2 87.4 92.6 74.7 70.8

Table V: Performance of CNN-F and CNN-T based on classifying the
second events with mild and severe first events.

First Event CNN-F CNN-T
Type NS SP NS SP

LT or GRC 91.8 93.8 82.4 75.7
GT or TP 76.3 90.6 69.2 49.6

We next evaluate the identification performance of the
second event in successive events. We use the prediction and
subtraction approach to compute the residual in (14) and
extract the features in (16)-(17).

To validate the effectiveness of feature extraction and the
prediction-subtracting process of the first event, we com-
pare CNN-F and CNN-T on measurements with and without
subtracting the impact of the first event. “Not Subtract
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(NS)” means using the measurements MT2+τ
T2

after time T2.
“Subtract the Prediction (SP)” means using the residual
M̃T2+τ
T2

in (14) after subtracting the first event. CNN-T is
trained on these measurements directly, while CNN-F is
trained on the extracted features of these measurements. We
test CNN-F and CNN-T on 1627 two-event testing cases with
varying time intervals ∆T = 0.5 ∼ 2 seconds. The IARs of
CNN-F and CNN-T with NS and SP processes are summarized
in Table IV.

The IARs of the proposed CNN-F with SP process achieve
the best overall performance. The IARs of CNN-F are better
than that of CNN-T in most cases, indicating that feature
extraction can improve identification accuracy. For CNN-F, the
IARs with SP are mostly better than those with NS and have
smaller variations when ∆T changes. For CNN-T, the IARs
with NS is better than those with SP as the time series are
sensitive to the inaccuracy of the prediction inaccuracy. Hence,
the CNN-F combined with SP improves the identification
accuracy rate and the robustness to varying time intervals.

In addition, to illustrate the effect of the SP process when
the first events are mild or serve, we summarize the second
event identification results in Table V, where the LT and GRC
are treated as “mild events,” and GT and TP as “severe events”.
When the first events are relatively mild, the IAR of CNN-F
with SP has a 2% improvement over that with NS, and at least
11.4% higher than CNN-T. When the first events are serious,
the increase is more obvious. The IAR of CNN-F with SP
has a 14.3% improvement over that with NS and is more than
20% higher than CNN-T.

D. Separability of Multiple Event Types

Fig. 7: Receiver Operating characteristics (ROC) of the CNN-F with
NS (a) and SP (b) processes

Fig. 8: Receiver Operating characteristics (ROC) of the CNN-T with
NS (a) and SP (b) processes

The Received Operating Characteristics (ROC) curves and
the Area Under the ROC Curve (AUC) can determine the capa-
bility of a classifier to distinguish multiple classes. ROC was
initially introduced for signal detection [49], and evaluation
of binary classification performance and then was extended

to multi-classification problems [50], [51]. ROC measures
the True Positive Rate (TPR) against the False Positive Rate
(FPR). ROC for type i is desirable to be far away from
the diagonal line, indicating a strong separability of type
i. The AUC ∈ [0, 1] reveals the capability of the classifier
to distinguish multiple classes. A larger AUC demonstrates
stronger separability of different classes.

The ROC and the AUC of the classifiers CNN-F with
different processes are drawn in Fig. 7. The ROC of each
type is calculated by assuming type i as the positive class
while all others as the negative class [52]. Let TP, FN, FP,
TN denote the True Positive number, False Negative number,
False Positive number, and True Negative number. Then the
average ROC is TPRaver against FPRaver, where

TPRaver =
Σni=1TPi

Σni=1(TPi + FNi)
, (26)

FPRaver =
Σni=1FPi

Σni=1(FPi + TNi)
, (27)

n is the total number of types, and TPi denotes the TP of
the ith type. In Fig. 7 (a), the AUC of TP is much larger
than that of GT, indicating CNN-F with NS has a stronger
capability of identifying TP than GT events. The ROCs of
different types in Fig. 7 (b) demonstrate the separability of
CNN-F since the AUCs are all close to 1. Comparing Fig. 7
(a) and (b), the AUCs with SP for each type are larger than
that with NS, indicating the effectiveness of SP for CNN-F.
The average AUCs of CNN-F in Fig. 7 are more significant
than that of CNN-T with the same process in Fig. 8, thus the
overall separability of CNN-F is better.

E. Performance with a Partial Training Dataset
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Fig. 9: Performances of CNN-F and CNN-T when partial training
datasets are available

Since the practical recorded events might not include all the
possible event locations and pre-event conditions, we study the
impact on the identification performance when the training set
only has a small number of recorded events. We compare the
best CNN-F and CNN-T classifiers when randomly selecting
6% ∼ 100% of the events in the training dataset to train the
classifier. The results in Fig. 9 indicate that the IAR of CNN-
F is much higher than that of CNN-T on average. CNN-T is
sensitive to the size of the training dataset, while the IAR of
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CNN-F does not change much even when the size of training
set varies significantly. When the size of the training is reduced
to only 12%, the IAR of CNN-F is still above 90%, while the
IAR of CNN-T is less than 70%. CNN-F is trained on the
dominant features of the time series, and these features are
robust to pre-event initial conditions. Different time series may
correspond to similar dominant features. Thus, the required
number of training events is significantly reduced in CNN-F.

F. Robustness to the Time Delay in Event Detection
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Fig. 10: Sequence of events with detection delay

Table VI: The IAR of CNN-F tested on the second events with time
interval ∆T = 1 second when the start time of the first and the
second events has d1 and d2 ms of time delay

(d1, d2) (200, 33) (200, 100) (200, 133) (200, 167)
LT 92.4 93.1 84.0 80.6
GT 88.9 94.4 95.8 92.4
TP 94.8 97.1 – –

(d1, d2) (300, 33) (300, 100) (300, 133) (300, 167)
LT 93.8 95.1 93.8 88.9
GT 88.2 90.3 96.5 97.2
TP 96.5 97.1 – –

(d1, d2) (500, 33) (500, 100) (500, 133) (500, 167)
LT 81.9 81.9 77.8 72.2
GT 84.7 92.4 93.1 85.4
TP 97.7 97.7 – –

Since a delay may exist between the start time of an event
and the time that the event is detected, depending on the
types of the detection methods, we study the robustness of the
proposed method to the delay in detecting an event. As shown
in Fig. 10, T1 is the time that the first event occurs. T ′1 is the
time the first event is detected. The delay is d1 = T ′1 − T1.
Let T2 and T ′2 denote the time the second event occurs and is
detected, respectively. Our approach has an estimated detection
delay d̃2 that shall be greater than the actual delay d2. Then
T ′2 − d̃2 is less than T2. The time window of “first event
only” is T ′1 to T ′2− d̃2. Our prediction and subtraction process
uses measurements in this window and applies the method in
Section IV-A to predict the impact of the first event in time
window T ′2 to T ′2+τ . Then the features of the second event are
extracted from the residual matrix M̃T ′2+τ

T ′2
, which is obtained

by subtracting the prediction M̄T ′2+τ

T ′2
from the measured time

series MT ′2+τ

T ′2
.

The robustness of the CNN-F to the time delay di, i = 1, 2
from 33 to 500 ms is validated on the two-event datasets of 1

second time intervals. Here we set d̃2 = 2d2, δ = 0.98, and the
results are summarized in Table VI, where 33 ms is the time
between two PMU measurements with a sampling rate of 30
samples per second. Notice that since three-phase short circuit
events are usually cleared within 0.1 ∼ 0.2 second [53], we
assume that such faults are detected before the clearance and
d2 ≤ 0.1 second for TP events. In Table VI, “–” denotes “not
applicable” when d2 > 0.1 second. When the delay d1 and d2

both exist, the IARs of the second events are mostly higher
than 85% when d2 < 167 ms and d1 < 500 ms.

G. Comparison of Different Classifiers

Next, we compare the CNN with NN and multi-class
SVM (MSVM). Prediction-subtraction and feature extraction
processes apply to all these classifiers. The IARs of the CNN,
NN, and MSVM are compared in Table VII, where “-F”
denotes with the extracted features as the input. Notice that the
structure of NN-F is similar to CNN-F, and the main difference
is to replace the convolutional layers with the fully connected
layers in NN for each path. The weight and bias parameters
of the first layer of NN-F are W 1

NN ∈ R27×13, B1
NN ∈ R13 for

the top path and Ŵ 1
NN ∈ R18×9, B̂1

NN ∈ R9 for the bottom
path. In the second layer W 2

NN ∈ R13×6, B2
NN ∈ R6 for the

top path, and Ŵ 2
NN ∈ R9×4, B̂2

NN ∈ R4 for the bottom path.
The parameters for the fully connected layer before the output
layer are W f

NN ∈ R4×2, BfNN ∈ R2, Ŵ f
NN ∈ R4×2, B̂fNN ∈ R2

for the top and bottom paths, and the output layer has the
parameters W o

NN ∈ R4×4, BoNN ∈ R4. The same RMSprop
optimizer is employed to train the NN-F. The other hyper-
parameters include λ = 0.001, γ = 0.9, α = 0.001, which
are the same as that of CNN-F. The MSVM classifier is the
extension of the binary-class SVM with the coupling pairwise
method [54].

Table VII: Performances of CNN-F, NN-F, MSVM-F of classifying the
second event. 1627 two-event test cases. ∆T = 0.5 ∼ 2 second.

Classifier CNN-F NN-F MSVM-F
Process NS SP NS SP NS SP

LT 82.5 93.5 76.1 80.3 53.6 54.2
GT 78.2 89.2 76.7 87.5 77.5 75.6
TP 97.1 95.8 97.3 92.0 67.5 66.6

Overall 86.9 93.1 84.0 87.8 65.3 65.2

The results in Table VII indicate that the CNN-F achieves
the highest overall IARs among these three classifiers. With
the SP process, the IARs of NN-F and CNN-F have more than
3% and 6% improvement respectively. The IARs of MSVM-F
are less than 80% with both NS and SP processes.

H. Robustness to Noise
Table VIII: IAR of the second event by CNN-F with noisy measure-
ments

SNR (dB) 40 50 60 70 80 90 100
IAR of LT (%) 91.2 88.2 90.2 90.2 92.1 96.1 96.1
IAR of GT (%) 73.1 75.9 73.1 80.5 82.4 79.6 80.5
IAR of TP (%) 91.9 94.6 94.6 96.4 96.4 97.3 97.3

Overall IAR (%) 85.4 86.3 86.0 89.1 90.4 91.0 91.3

The signal-noise-ratio (SNR) of PMU data vary in different
regions. It is reported that the SNR of recorded PMU data is
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45 dB in New Mexico [55], and 87 dB in New England [28].
Thus we study the sensitivity of CNN-F when the SNR varies
from 40 dB to 100 dB. Gaussian noise with zero mean and a
standard deviation selected according to the SNR is added to
both the training and the testing datasets.

As shown in Table VIII, the overall IAR of CNN-F is more
than 80% for different noise levels, and the IARs are more
than 90% when the SNR is higher than 80 dB. Significant
events such as TP events are less sensitive to noise, and the
IAR of TP events are always more than 90% with different
SNRs.

VII. CONCLUSIONS

Identifying overlapping successive events in power systems
is crucial to prevent cascading failures at an early stage. To
efficiently identify events within seconds, this paper proposes
a two-path shallow CNN classifier with extracted features as
input, referred to as CNN-F. Training on the extracted features,
including the dominant eigenvalues and singular values of the
post-event time series, instead of time series measurements,
significantly reduces the number of training datasets, the
complexity of the classifier, and the training time.

Successive events do not occur very frequently and are
insufficient for training. The proposed CNN-F is trained using
single events. When the earlier events impact the subsequent
ones, “Subtract the Prediction (SP)” process is proposed to
improve the performance of CNN-F.

Compared with the classifier trained on the time series di-
rectly, the proposed CNN-F with SP requires a smaller number
of training datasets, reaches higher identification accuracy for
the second events, and has stronger separability of multiple
event types. The robustness of CNN-F to delays in event
detection and noise are validated by the simulated data in the
IEEE 68-bus power system. Moreover, CNN-F outperforms
the NN and SVM classifiers of a similar size.

The proposed method can be extended to identify more
than two events when a short time window is available after
each event to extract features. Future work includes identifying
multiple events occurring almost simultaneously, or events of
more types, such as capacitor banking, asymmetric faults.
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